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Abstract—Alteration and addition to valuable data on paper system, producing annual losses $f10 billion and losses
documents are among the fastest growing crimes around the continue to rise at an alarming rate annuall{82]. A recent
globe. The loss due to these crimes is huge and is increasingw g icle (March 2010) has also cited the check fraud as one of
an alarming rate. The techniques, which are used by forensic .
document examiners, to examine such cases are still limited the ten challenging frauds of the year 2009',2010 [1]. These
to manual examination of physical, chemical and microscopi are the data from the USA and that also withecksonly.
characteristics. Moreover, it is very dif cult to detect an alteration ~ From these data, it is not dif cult to gure out the huge loss
when the ink of similar color is involved. We could not nd much  ground the globe due to such a white-collar crime.
in the literature to deal with this problem in an automated pattern The techniques that are used by Forensic Document Ex-

recognition framework. In this paper, we restrict ourselves to . EDES) i fi to detect th f .
alterations made with ball-point pen strokes and propose a aminers  ( s) in practice, to detec ese lorgeres, are

scheme for detection of such alterations using pattern regmition baseq on manual gx_amination of physi.cal, minOSCOpiC and
tools. For this, a large set of color and texture based feates chemical characteristics. Some modern imaging tools a®@ al

is extracted. To choose an adequate set of useful featureofn  ayailable but those are usually not for automatic detection
the extracted ones, a multilayer perceptron (MLP) based femre | jging gvajlable techniques it is not always possible to dete

analysis technique is used. For detection of the alteratigrthree . . o .
different classi ers, namely, K-nearest neighbor (KNN), multi- such a forgery, especially when the ink of similar color is

|ayer perceptron (MLP) and Support vector machines (SVMs) inVOIVed. The frequency and SeVerity Of SUCh Cl‘imeS demand
are used. The results are quite promising. modern automated instruments/techniques for the deteofio

Index Terms—Alteration detection, Fraudulent addition, pat- these_forge”es' .
tern recognition, texture feature, moment feature, featue anal- Various attempts have been made to detect an alteration
ysis. in document starting from Osborne [2]. All investigatioms i
this domain are based on either of two main approaches.
The rst one involves techniques, which do not damage the
content of the documents (non-destructive approach) aamd th

Paper documents with valuable data recorded on them a2 ond one gives a solution a|th0ugh there may be some
often the target of the criminals. The intention is clearlikin damage to the Origina| documents due to chemicals etc.
blue-collar crime, they can be highly bene ted taking alditt (destructive approach). Research on non-destructiveoaphr
risk. A small but skillful change in a single stroke, withis based on conventional and modern physical and microscopi
a pen having ink of similar color as that of the originabxamination [3], [4], [5]. On the other hand, researchers,
stroke, can make a difference of huge amount of mongyho adopt destructive approaches, use conventional as well
A fraudulent addition to checks, wills, contracts and othefs sophisticated chemical and analytical methods [6],[81],
legal documents may cause an irreparable damage in terms Qfpplication of image processing and pattern recognition
human suffering as well as serious nancial loss. Accordingchniques in forensic document examination is not very old
to "American Bankers Association’, the average loss, due ffost researchers, dealing with problems related to auiomat
fraud, per check in the USA is $1545 and is likely to grow byprensic document examination, have focused on automated
2.5% annually in the coming years [32]. The National Cheglf-line handwriting examination but the area of alteratio
Fraud Center, a private organization in the USA that pravidgetection is almost unexplored. Our literature search ctoul
nation-wise update and support to the law enforcement 3geft retrieve any work on the application of pattern recdgnit
against white-collar crime, has also mentioned the uglg fagechniques for the detection of an alteration made with- ball
of this crime as:'check fraud and counterfeiting are amongoint pen strokes, although there are some literatureaiail
the fastest-growing problems affecting the nation's nehc on ink analysis using image processing and pattern redognit

_ o _ o techniques [9]. We have reported some preliminary resuits o
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I. INTRODUCTION



pattern “ab' and "ba' to be the same. We address this is
here. Moreover, we adopt a more sophisticated and rigor
analysis in the present work.

In this paper, we treat detection of the alteration as a tv
class pattern recognition problem. The rst class is onemwf
no alteration is made, that is, strokes are made with the Sauiic
pen. The second class corresponds to the cases where strokes (@) (b)
are made with two different pens. After data acquisition, ngg. 1. Alteration in date: (a) an altered date and (b) theioal date.
extract a large set of color and texture features. Since the
features are extracted based on an intuitive understanding
of what might be useful for detection of the alteration, a

multilayer perceptron based feature analysis techniqusesl |ight and the document (deal) was sent to an FDE to get an
to select a small set of useful features. These features gffnion on whether there was an alteration in the date of the
then used for detection of the alteration using three cESSi  geal. The alteration was revealed on the examination of ink
namely, K-nearest neighbor (KNN), multilayer perceptroirokes of the date. The altered and the original dates might
(MLP) networks and support vector machines (SVMs). fyok like as shown in Fig. 1. Figure 1(a) is the altered versio
detailed comparison of performance of these classiers hgg the date, 05.12.2009, that is made by adding a stroke to
also been done to assess their suitability for the presemt \ith a different ball-point pen having ink of similar tw,

problem. to make it "0'. Figure 1(b) shows the original version of the
The rest of the paper is organized as follows. Section dhte, 05.12.2009.

emphasizes the importance of the problem dealt with in this _ i i
paper, using some real life scenarios. Section llI dessribgase'”' In a case mentioned in [13], a nurse (say, Ms. Y)

acquisition of ball-point pen strokes data. Section IV pras WaS injured by a psychiatric patient and went for treatment
the proposed methodology. Experimental results are pregerf© the emergency room of the same hospital for which she
in Section V. Section VI discusses the behavior of the per{0rked. In a dramatic move, the hospital accused her (Ms. Y)

relevance of the selected features and usefulness of éeafﬂfrfaking the i_njury a_nd she was d_ismisse_d from her job. _She
analysis. Finally, we conclude the paper in Section VI IorOl_ed a complaint against the hospital stating that the matic
viding some future directions of work. report had been altered to re ect lack of evidence of injdny.

FDE was hired to examine the records. The nurse who made
the entries (say, Ms. Z) into the medical record testi edttha
Il. ALTERATION EXAMPLES she had entered all of the material into the record at one time

Alteration in documents is a broad term meaning a chany@hout pausing. However, the FDE was able to demonstrate
either by addition or by deletion. Here, we talk about the&at two different shades of ink re ected two different pens

alteration made by addition of strokes. Alterations are enadhat were used to make the entries.

on various documents used in our day to day ldecontract  Many such cases of altering the medical records and other
may be changed after the parties have come to an agreemgdéuments are registered in India as well as in other parts of
and signed it; a check may be raised to a higher amountie world. The proposed method gives a pattern recognition
the date on a document may be changed; or doctors madel to detect such alterations by examining the diffeeenc
add notes to their patients’ medical charts after a lawsuijetween the ink used to generate the two strokes.

has been led[12]. These are only a few examples, many , h | q hich
more documents are forged and reported everyday to the lain FO- 2, we show some numerals and gures, which are

enforcement agencies around the globe. The law enforcemléﬁlfa"y attacked by the criminal community. These numérals

agencies do not reveal the details of such cases due to le gids hare easy to alter. We fhz;\]\_/e showzl (;]nly ?‘ fﬁw e;(am-
constraints. So here we present, based on our discussibn WifS: (Neré are many more of this type. Although the shown

forensic document examiners (FDEs), some mock cases?#meralslwlords are ptoo”]}{ altzred to g|r\]/e ﬁm |Ilgstraﬂuu|l; h
alteration as follows. e criminal community often does such alterations in muc

Case-I A deal was signed between an organization andsﬁnarter way.

third party (say, Mr. X) on a particular date (say, 05.12200 Although, in the proposed work, crossing-lines are taken as
Later on, the organization had announced a scheme thasaimple images, our method can be applied to any document
the deal was signed before some date (say, March 31, 2008)age (either of check, will, medical chart or any other) vehe
the third party would be given some extra advantages on tlilagre is a suspicion about use of different inks (differeat-b
deal. To take the advantages of the new scheme offered by plwént pens). For such cases, ink strokes from two regions
organization, Mr. X had made a malicious plan and changedn be taken and after extraction and analysis of features, t
the date of the deal to 05.02.2009 by adding a stroke to fEature vectors can be fed to the classi er to see whetheobr n
to make it “0' and succeeded to get the bene ts of the neilie two strokes are written with the same pen. The objecfive o
scheme. Actually, the format of the deal was xed and thihe paper is to provide a useful pattern recognition framkwo
relevant blank spaces were lled with a pen. So, it was easifar detection of the alteration made with different balligo

for Mr. X to execute the plan. Later on, the case came infmns.
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Fig. 2. The gures/words that are usually attacked by criasnfor the alteration

I1l. ACQUISITION OF BALL-POINT PEN STROKES DATA ball-point pens (with blue ink) of different make are used.

. . ) As we are interested in alteration detection based on ink
Acquisition of data, which are representative of real SC&nprint analysis, papers of the same brand and quality are

nario, is an important but challenging task. For better snde,seq to avoid any kind of dissimilarity due to paper. Using
standing of the alteration problem, consider the checkdn i combinations of these 10 pens, we have prepH€d (i.e. ten
This check is written for an amount of four lakh (0.4 million)., g6 two) = 45 combinations of two intersecting strokes on
INR. Is thgre any irregularity in th's chec_k? Apparently ngy, o paper [see Fig. 5(a) for an illustration]. To avoid angsbi
Actually, Fig. 3 is an altered version of Fig. 4 generated by, the order of strokes, the order of the intersecting sgoke
one of the _agthors fo.r the purpose of illustration. The dctu% changed to create another 45 combinations. In order to
amount, originally written on the check, was one lakh (Oétrengthen the quality of data, two copies of each of these

millipn) as shown in F_ig. 4. The check ha_s been altgred @0 combinations are created. In this way, 180 documents are
adding extra strokes with a different ball-point pen haviimig generated.

of similar color to change 1 to 4 ( see the rectangular box on S )

the right side for writing the amount). Some more strokes areSince the color of the ink is similar, it is very dif cult to

added to alter the amount written in words. It is very dif tulmMake out the difference between the altered and the original

to see any irregularities with visual inspection in Fig. 3dse  Strokes (as seen in Fig. 3 and Fig. 4). To extract minuteldetai

seeing Fig. 4. One can see from this illustration how a careffj€ pictures of intersecting strokes are enlarged 80 times a

addition of stroke(s) can change the scenario. _the c_orrespondm_g images are captured using VSC 5000, an
For our analysis, we consider the neighborhood of an intdf?aging workstation with a microscope.

section point as our area of interest because of its simylici Like other image processing applications, these images als

But in a real life scenario, whenever there is a doubt abowtdergo some pre-processing. Regions having pen strokes ar

any stroke, the area of interest can be decided by the userextracted by a simple gray-level thresholding method, wher
To generate realistic data for this investigation, 10 déife threshold is selected based on bimodal histogram anali4js [



Fig. 3. An example of fraudulent check
New Account Date:

Pay Ko ject QY Ans s __ ORBEARER

Rupees - Qul lakh Obly

[WeNo. | 0001008776080 |

DUNLOP, KOLKATA [WB] <
T0TAT. PARACKPORE TRUNK ROAD / <5
101A/1, ~C
KOLKATA 700090 z = ==
RAJESH KUMAR
IFS CODE - UTIB0000236 Payable at par at all Branches of Axis Bank in India. Not to exceed Rs 50,000/-for clearing payments at outstation centre:
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Fig. 4. The original check that has been altered later wifferdint pen but having ink of similar color to make Fig. 3

differences between the inks. Second, it should able toctlete
\ textural differences that may arise due to interaction betw
’ pen and paper. For the full description of color, we have ehos
/ YC,C; color model [15] and the opponent chromaticity model
\ (rg, yb) [16] to compute various features. The opponent

process theory of color vision motivated us to use the two
color models simultaneously, since the trichromatic theafr

(@) (b) color vision does not explain all aspects of color vision][17
Fig. 5. A typical sample image data (a): Image of intersegcsirokes (b): The use of both the quels together may help to get a more
segmented strokes used for feature extraction. complete color description of the strokes.

For the present problem, since we are interested in color
and texture features from each channel, we compute various
moments of joint distribution of various color components
hs color features and extract some texture features from the
gray-level co-occurrence matrix (GLCM). Moments [18],]19
can be considered as a form of projections of the image
intensity function I(i,j) onto a polynomial basis. So, thyp¢s
A. Feature Extraction of moment are de ned based on the polynomial on which

Success of a pattern recognition system largely dependstBfi intensity function is projected. The Legendre moments
the features used to design the system. The targeted prablefdll in the category of orthogonal moments while the geo-
also not an exception. Here, in most of the images even affgetric moments are non-orthogonal moments. For the sake of
enlargement, it is very dif cult to make out the difference§ompleteness, next we present a brief description of Legend
between strokes (illustrated in Fig. 6). But there may beesorffoments, geometric moments, GLCM and the features that
color variations between two blue inks as different man@re computed using GLCM for the present problem.
factures may use different chemical compositions to peepdregendre Moments Since a Legendre Polynomi&, (u)
the ink. To cope with such dif culties, the feature set has ts de ned on the intervab 2 [ 1;1], for an imagel (i;j )
take two responsibilities. First, it should capture thecpptual of sizeM N, the pixel coordinates are scaled as follows

Each intersecting stroke in the image is then manually diyid
into two non-overlapping segments, which are used for feat
extraction.

IV. PROPOSEDMETHODOLOGY



X 1
Energy = p? (6)
;=0

Entropy is also one of the most popular features, extracted
from GLCM. Note that, using Taylor's expansion oflogp ,
it is easy to see that entropy can be approximated as (1-
energy). Hence, in this investigation, we use one of the two,
i.e., energy.
In particular, we have calculated Legendre and geometric
moments up to third order excluding the zeroth order from a
normalized 2-D histogram of each of rg-yb a@g-C; spaces.
Moments are calculated from a normalized 2-D histogram
just to avoid the differences due to rotation and transhatio
Fig. 6.  Some images, where both the lines look similar eveteraf of strokes. Thus the moments calculated in this way aretrans
enlargement. lation and rotation invariant. The reason to consider mdmen
up to third order is that most of the information is stored
: 1 u;v; 1 The 2-D discrete Legendre moments ofn moments of Iovye.r order. We did not take the zeroth order
order(m;n) are then de ned as [19] moment because it is the same for all images for a normalized
2-D histogram. In this way, we get 18 moment features (2 for

Low = o KX 1Qm(ui)Qn(V' ) (Vi) 1) rst order, 3 for second order and 4 for third order, thus a
o P total of 9 features for each of the Legendre and geometric
i=0 j=0

moments) from each of the two spaces. We have also added 2
where the normalizing constanky, = @™ ()  more features, namely, mean and standard deviation for each
denotes the normalized pixel co-ordinates and can be nermegilannel to get the variation in intensity. We have calcdlate
ized asu; = p24 1landy; = &5 1 The Legendre a GLCM for each channel and for each of the four distances
polynomial Qn, (u) of orderm is given by (namely,d = 10, 20, 30 and 40) by taking average of GLCMs

X0 1 m for all the eight directions (= 0 ;45;90; ;315) for
Qm(u) = amk UK = 2mm'W(uz nm (2) a particular distance. Various distances are taken to maptu
k=0 ’ different scales of the texture. Three features, namehtrast,
Here, d%lm() denotegnt™ derivative. homogeneity and energy are extracted from a GLCM for each

Geometric Moments : For an image of sizd N with of the four distances. This results in another 12 featuras fr
image intensity function(i;j ) a discrete version ofgeometriceaCh channel. Thus a total of 106 _features are gxtracted for
moment of orde(m; n) can be written as each stroke segment. Each feature is then normalized tp [0,1

LR G

Gmn MG ): (3) B. Alteration Detection: Problem Formulation

=0 1= We consider the alteration detect two-cl bl
. ) e consider the alteration detection as a two-class prablem
Gray-Level . Co-occurrence ’V"?‘”'X (GI_‘CM)' The_ class-l, when the same pen is used to generate the two
GLCM [20] is de ned as a matrix of relative frequencies

ith which | f o el ted by a dista strokes, and class-Il, when two different pens are used. In
with which gray-values of two pIxels, separaled Dy a distang,; investigation, we use three different classi ers nimié-
d and at an angle with the horizontal axis, occur on the

) For th lculati f feat qf . earest neighbor [23], [24], [25], SVM [26] and MLP [23],
'mage. For the caiculation of features and for a given 7] for the detection of the alteration in documents. Each
a joint probability matrix is determined by summing th

GLCMs for diff t val f d th lizing th image in the data set has two intersecting strokes. Eackestro
resultasnt (c))rnel erent vajues ot an en normalizing the ;o segmented into two parts by removing the intersectioa.are

- . From each segment, color and texture features are computed
_Let P _be _the J°_".“ probability of co-occurrence of tWOand are organized as a vector. TH@ (i.e., four choose two)
plxels.havmg intensities and  separated byd, ) in polar =M6 feature vectors are created from each image combining
coordinate. Some commonly used features based on GL(Ehe features of two segments at a time. Supposadz are
(of sizeS S) are de ned as follows [20]. feature vectors computed for two segments ( of strokes) of
) an image wherg/;z <, then the actual feature vector
X used in this investigation is computed &as <, where

- 2
Contrast = A P ) @ = (X1iX2;:5Xa06) T3 Xi = jyi - zij;i = 1;2;::;106 Thus
h a total of 6 feature vectors, each having 106 elements, are
X 1 generated from each image. A feature vector is labeled as
N (5) from Class-l, if the two strokes are written with the same;pen

Homogeneity =
- 1+( )? otherwise, it is labeled as from Class-II.



(correlated) as well as derogatory features. Use of a seisof |
adequate features (sometimes with a controlled redunglancy
usually makes the system identi cation easier and such a
system is likely to yield better generalization. A small set
of features demands less memory and requires less time for
learning and decision-making. The aim of feature seledson

to nd a subset of features, as small as possible, simultane-
ously maximizing the recognition score or prediction aecyr

A small set of features results in a better understanding of
the system and helps to identify factors relevant to theetarg
Hence, here feature analysis becomes a necessity.

There are many feature selection techniques availablesin th
literature [21]. Here we use a multilayered perceptron thase
feature selection network that we call FSMLP, in short [22].
This method associates an adaptive gate to each input node
(hence each feature) of the network. The gate is modeled by a

A schematic diagram for the construction of a feature Vectg}onotonic differentiable functiog( ) of a tunable parameter
9 and with range [0,1], 2 R. The degree to which a gate

can be seen in Fig. 7. This gure shows a typical way to g?st opened determines the goodness of the associated feature

a featgre vector for a query whether the two selected Stmhﬁﬁlike conventional MLP, here the input node modulates the
are written by the same pen.

: . . input feature value by computing the product of the inputieal
For the K-nearest neighbor classi er, the pepis kept out ! : .
(i.e. all data points usir?g peR, are kept out) and tr?e dataand the associateg ) and that product is then passed into

from the remaining 9 pens are used as training data. The dt e next layer of the network. The training begins assuming

. ) . all features as bad features, i.e., the gate parametersoare s
associated with th®" pen is used as test data. The process. ' : g P

) A : initialized that every gate islmostclosed, i.e.,g( ) O.
IS repea_ted for every peR;k =1; ! 10. By doing so, one Note that, we use the wormost closedIf g( ) = 0 then the
can avoid the bias towards any particular pen.

We follow a similar strategy for SVM for which we needle‘?m'r.]g cannot prqcee_d. The learning uses gradient deticen
X -minimize the classi cation error. Therefore, the good teat
to determine some hyper parameters. Here, we use two klrﬁﬁs ; o
of kernel, RBF and polynomial [26]; that can reduce the error faster are likely to get their aatet
' ' gates opened faster. A bad or redundant feature cannotaeduc
the error and hence the gate associated with that is expected
to remain closed more tightly. In all our experiments, wéntra
the FSMLP only for 1000 iterations, because, there is no need
to train FSMLP till error becomes very low. We can stop when
Here, , A, B and are the constants de ning the kernelsthe training error is just satisfactory as our objective idyo
All data using a particular perRy (say, TEg) are kept out to pick up the good features.
for testing and the remaining 9-pen data (SBRx) are used

to design the system. On thiBRy, again a one-pen-left-out

Fig. 7. A schematic diagram explaining the construction &ature vector.

RBFKernel : Ker(xi;x;) = exp( 2—12jjxi X; ji?):

PolynomialKernel :Ker(xi;x;)=(A+B X xj) :

Since FSMLP looks at all features at a time [22], it can
strateqv is followed with a set of choices for the requlaitm account for the non-linear interaction between the feature
9y 9 This is a very important attribute of the system. Use of MLP

parameter and=B; ( , in case of RBF and; for . ; . : . .
olynomial kernel, here, A=0) to get an optimal parameter Senetworks raises issues like choice of network size etc. ik th
POy ' ' g P P rk, we have experimentally found that 8 hidden nodes are

The “optimal” parameters are then used to design the SV

using the entire datiRi. The trained SVM is tested ohEy, good _enough. Hence, in all our experiments related to featur
. th A 3electlon, we have used 8 hidden nodes. Since such a network
i.e., the data related to tH&" pen. The process is repeate

for each perPe k=1 10 uses gradient search, depending on the initial conditions,
Pertc. oo different runs can result in different sets of features, and

Selection of an appropriate architecture is a very mpd)rtagach of these sets may be equally good. This can particularly

but challenging _task for any neu_ral network ba_se_d classi ehrappen if there are correlated features. Thus to reduce the
Here, we consider only one hidden layer. Similar to the

procedure followed for SVM, we usER to decide on the effect of |n|t|aI|zat|0_n to a limited exte_nt, we proceed as
fEIIows. A pen, Py, is kept out for testing. When we say

optimal number of hidden nodes for the MLP. The opt|ma% at a perPy is keptlleft out, we actually mean all the data

parameter is used to train a network using the entire &a. . . 7 .
i . . nvolving penPy are kept out. The remaining data from nine
The trained network is tested drEy. The process is repeate . . .
other pens are used for feature selection and classi egdesi

for every penPi;k =1; ;10 Using these nine pens, the FSMLP is trained (run) 10 times.
Each runR generates a gate opening value for each feature,
C. Feature Analysis asgf;R=1; ;10;f =1; ;106 Now, wg compute the
It is well known that use of more features does not necomposite importance for featufe asgr = éozl gf and
essarily produce better result because there may be redundse these values to select a set of features for any expdrimen



with penPy left out;k =1; ;10 86

V. EXPERIMENTAL RESULTS

[ee]
N
T

In this section, we present the results of the experim
carried out for this study. The experiments are designe
such a manner that for a particular pen (we are using
different ball-point pens having blue ink), we could ge
suf cient amount of training and test data. In our experiitse
180 images of crossing strokes are used, which compri B R
total of 360 strokes of pens. Thus each pen is contribt O 0 uBher® e P ele g 18 tures %0 100 110
to 36 images. One should keep in mind that each image Is
containing 4 segments of strokes, two due to a particular pe. 8. Performance of KNN classi ers with different setsfeatures selected
Px1 and other two segments due to some other pen Bay, by FSMLP
These 4 segments results €, = 6 pairs of segments of
strokes. Out of the 6 pairs of segments, one pair is comgl 90
due to penPy1, four pairs are due to combinations of
Px1 andPy, and another pair is solely due to pBp,. When
we say that perPy; is kept out for testing, we mean that
pairs of segments, where one of the segments is written
the penPy1, are taken as the test data. The remaining
of segments are used as the training data. Thereby, no p
segments in the training data includes the Bgn. Thus for
each pen36 (*C, 1) =36 5 = 180 data points ar
taken as the test set afti80 36) 6+36 1 =900 data 130 30 40 50 65 7580
points are taken as the training set following one-pendeti Number of FSMLP selected features
strategy. Following the strategy, thmirs of strokes which , , o

. . . Fig. 9. Comparison of performance (%) of different clasgs evith different
are used for testing are totally unseen by the classi erruri ¢qi< ot features selected by FSMLP
training. Since the number of data points in the two classes
are quite different, we use random over-sampling to oveecom
this imbalance as recommended in [28]. As mentioned earlierwe now investigate the variation in the performance of the
three different classiers, namely, KNN, MLP and SVMKNN classi ers when different pens are left out and the effec
have been utilized for the targeted task. Performance of thefeature analysis on them. Since the 5NN classi er with 20
classi ers are discussed next. FSMLP selected features yields the best performance among
the KNN classi ers, we compare the performance of the 5NN
classi er with 106 and 20 features selected by FSMLP. Table |
depicts this comparison. The variation that we have meation

First, we try to detect the alteration with one of the simplegarlier, is visible in columns 2, 4 and 6 of Table I. One can
classi ers, the K-nearest neighbor classi er. We run theMN see from the table that when all 106 features are uBeggl,
algorithm using all 106 features for different choices of Kjelds a poor accuracy whil®s results in an unusual false
(=1,3,5,7,9 and 11). Although the average accuracy by ell thositive rate (FPR) compared to that of other pens. Note that
six KNN classi ers are found to be almost the same, Som%ing the selected features, the accuracy of Bﬁ]not 0n|y
noticeable variation in accuracies is seen among the ithaali improves but also becomes comparable with those for most of
pens. We will discuss these variations later. the pens. The FPR of pe®s still appears to be an issue. We

To investigate the discrepancies found among individugiil keep track on the performances of pea, and penPs
pens in KNN based alteration detection, we do feature analyith other classi ers too.

sis. Figure 8 shows the variation in accuracies with the remb

of FSMLP selected features for the KNN classi ers. All the .

KNN classi ers show similar results (difference of less tthaB- Performance of SVM and MLP classi ers

2 %, both within and between the classi ers) with more than Table Il shows performances of SVM (with RBF and
20 features. Consistent behavior of the plot after 20 sedectPolynomial kernels) and MLP classi ers with different sefs
features gives a hint that the feature set may have maR$MLP selected features. Apparently, RBF-SVM outperforms
redundant (correlated) features. Thus inclusion and ideletother classi ers. Like the KNN classi ers, SVM and MLP also
of some features do not affect much the accuracy of tipeoduce consistent results with 20 and more features select
KNN classi ers. In general, 5NN outperforms other classse by FSMLP. However, the RBF-SVM, Polynomial-SVM and
with different FSMLP selected features. Moreover, the bebtLP achieved their best performance of 89.36%, 88.20%
accuracy of 85.51% is achieved by the 5NN classi er witland 86.43% with 106 features, 30 features and 70 features
just 20 FSMLP selected features. respectively. To compare these classi ers with KNN, we plot

fos]
o
T

Percentage accuracy
~ ~
(2} [o2]
-
Jaw
zZ zZ
2 z2

~
N
T

o
ol

@
o

Percentage accuracy

90 100 110

~
ol

A. Performance of KNN classi ers



TABLE |
PEN-WISE PERFORMANCH%) OF 5NN CLASSIFIERS WITH ALL 106 AND 20 FSMLPSELECTED FEATURES

Pen Accuracy False Positive Rate False Negative Rate
kept out [ 106 Features| 20 Features| 106 Features] 20 Features| 106 Features| 20 Features

P 82.35 84.19 2.94 0.00 32.35 31.62

P2 84.64 82.86 0.00 2.86 30.71 31.43

P3 85.07 81.25 0.00 0.00 29.86 37.50

P4 87.50 90.53 6.06 0.00 18.94 18.93

Ps 81.25 80.86 37.50 37.50 0.00 0.78

Pe 83.82 83.09 2.94 5.89 29.41 27.94

P+ 95.83 97.56 5.56 0.00 2.78 4.86

Ps 80.21 81.25 0.00 0.00 39.58 37.50

Pg 90.73 93.55 6.45 6.45 12.10 6.45

P10 72.50 80.00 14.29 2.86 40.71 37.14

Total 84.39 85.51 7.57 5.55 23.65 21.89

TABLE Il
PERFORMANCH%) OF MLP AND SVM CLASSIFIERS WITH DIFFERENT SETS OF FEATURES SELECTED BYSMLP
Number of Accuracy False Positive Rate False Negative Rate
Features | RBF-SVM | Poly-SVM | MLP | RBF-SVM | Poly-SVM | MLP | RBF-SVM | Poly-SVM | MLP

1 79.75 79.48 77.78 7.58 6.70 14.83 32.92 34.34 29.60
3 80.84 83.01 82.31 10.62 9.71 15.99 27.70 24.28 19.40
5 83.85 82.98 82.83 10.70 9.84 12.86 21.60 24.19 21.47
10 82.93 84.04 84.20 8.60 8.85 12.11 25.54 23.08 19.49
20 87.01 86.29 85.44 10.06 9.69 12.18 15.93 17.72 16.93
30 88.58 88.20 85.49 7.67 6.43 12.17 15.16 17.17 16.85
40 88.05 87.79 86.38 7.59 6.98 11.98 16.32 17.44 15.27
50 88.69 87.18 86.00 7.61 8.26 12.18 15.02 17.39 15.82
60 88.08 86.32 85.32 7.61 9.04 13.34 16.22 18.32 16.02
70 89.10 86.14 86.43 6.14 8.29 12.18 15.68 19.44 14.96
80 87.66 85.54 86.29 6.66 10.27 12.93 18.03 18.65 14.49
90 88.98 85.70 86.36 7.53 10.59 12.80 14.51 18.02 14.48
100 89.09 86.80 85.23 7.00 8.87 13.15 14.82 17.54 16.39
106 89.36 86.85 85.69 6.72 7.68 13.38 14.56 18.62 15.24

the performances of SVM, MLP and 5NN classi ers in FigpenP; or with penP, or with their combinations are kept for
9. It is clear from the gure that, in general, RBF-SVM is thdesting. In other words, test data involves the segmentsanri
best performer followed by Polynomial-SVM. Although thewith only penP; andP,. There are 24 such cases. To train the
features have been selected in an MLP environment (FSMLBYstem, we use the pairs, which involve the remaining pans
MLP as a classier performs poorer than SVM classi ersto Pg. Thus pens used in generating the training and test sets
particularly when larger feature subsets are used. Onéhp@ssare completely disjoint. The parameter selection is dorta wi
reason for this may be the fact that SVM always does soraa inner level cross-validation scheme using again the two-
implicit feature selection as it minimizes the squared norpen-left-out strategy. For feature selection, we haveoedid
of the weight vector that de nes the hyperplane [26]. Fahe same protocol as it is done for one-pen-left-out styafbgy
the KNN classi er, we have seen some abnormal behavioonduct the experiments, we use 15 randomly selected distin
of pensPs and P1g. To study the behavior of these twopairs of pens.
pens, we analyze the pen-wise performance of both the SVM
and MLP classi ers. As an illustration in Table Ill, we show Here, we show the results of two-pen-left-out strategy gisin
the performance of each pen individually using RBF-SVNRBF-SVM classi er as it appeared as the best classi er fis th
classi er with 106 and 70 FSMLP selected features. Herparticular problem. In the case of one-pen-left-out sgateve
we can see that peRjp has no issue as far as accuracy ibave seen that the use of more than 20-30 features selected
concerned; in fact, the performance with the 70 featuresliy FSMLP does not change performances noticeably. Hence,
slightly better than that with 106 features. But pea still here, we evaluate the performance using all 106 and 30
exhibits the same problem of abnormal FPR what we hafeatures selected by FSMLP and the same is shown in Table
seen in the case of KNN classi ers. Similar results have bed¢¥l. From the table, one can see that like the one-pen-left-
found for SVM with polynomial kernel and MLP classi ers. out case, there is a general trend of increase in accuracy
after feature analysis. With the FSMLP selected features, n
only the accuracy but FPR and FNR also become comparable
to the results of one-pen-left-out strategy. There are some
To further demonstrate the effectiveness of the proposidonsistencies in performance between the pairs of pdnis. T
method, we have conducted some experiments using two-peright be due to the fact that the number of data points in the
left-out strategy. In this strategy, we select a pair of peay, test set is only 24 (for each pair of pens), and thus a single
P1 andP, and all pairs of segments that are written either witimcorrect decision adds a signi cant amount of error eitimer

C. Results of two-pen-left-out strategy



TABLE IlI
PEN-WISE PERFORMANCH%) OF RBF-SVMWITH 106 AND 70 FEATURES SELECTED BYFSMLP

Pen Accuracy False Positive Rate False Negative Rate
kept out [ 106 Features| 70 Features| 106 Features] 70 Features| 106 Features| 70 Features
P1 91.17 89.34 0.00 0.00 17.65 21.32
P2 90.00 90.00 0.00 0.00 20.00 20.00
P3 89.24 87.50 0.00 0.00 21.52 25.00
P4 96.97 96.59 3.03 3.03 3.03 3.79
Ps 82.03 80.47 34.38 37.50 1.56 1.56
Pe 87.87 87.13 5.88 5.88 18.38 19.85
P7 97.92 96.53 0.00 0.00 4.17 6.95
Ps 83.68 84.38 2.78 2.78 29.86 28.47
P9 91.53 94.35 9.68 6.45 7.26 4.84
P10 83.21 84.64 11.43 571 22.14 25.00
Total 89.36 89.09 6.72 6.14 14.56 15.68
TABLE IV
PERFORMANCE(%) OF RBF-SVMUSING 106 AND 30 FEATURES SELECTED BYFSMLPFOR TWO-PEN-LEFT-OUT STRATEGY
Pens Accuracy False Positive Rate False Negative Rate
kept out 106 Features| 30 Features| 106 Features| 30 Features| 106 Features| 30 Features
P1 and P> 96.25 79.17 0.00 12.50 7.50 25.00
P1 andP3 83.33 75.00 0.00 0.00 25.00 37.50
P> and P 87.50 75.00 0.00 0.00 18.75 37.50
P3 andP4 87.50 100.00 25.00 0.00 0.00 0.00
Pz andPs 87.50 91.67 37.50 25.00 0.00 0.00
Pz andPg 75.00 75.00 0.00 0.00 50.00 37.50
Pz andP1g 75.00 75.00 12.50 12.50 31.25 31.25
P4 andP7 87.50 100.00 37.50 0.00 0.00 0.00
P4 andP1g 95.83 95.83 12.50 12.50 0.00 0.00
Ps andPg 93.75 95.83 12.50 12.50 0.00 0.00
Ps and Pg 87.50 100.00 37.50 0.00 0.00 0.00
Pe and Pg 95.83 100.00 12.50 0.00 0.00 0.00
Pe andP1g 79.17 75.00 25.00 25.00 7.26 25.00
P7 andPg 86.88 83.33 0.00 0.00 7.26 25.00
Pg andP1g 90.61 95.83 12.50 12.50 7.26 0.00
Total 87.27 87.78 15.00 7.50 12.25 14.58
terms of accuracy/FPR or FNR. 12 -
1 _Pl PZ P3 PA_PS PG_P7_PS_P9_P10
VI. DISCUSSION sl
Although the experimental results described in Sec § 06l
V have shown consistency among the performances 0 €
classi ers, they left some of the issues unexplained. Tlaee: £ 04r
mainly three issues: the abnormality of peg, the relevanci g o —
of the selected features, and the utility of feature sedec = | i

technique (FSMLP). In this section, we take each of
three issues separately, study their causes and try to ¢ 024
probable answers to those.

T 2 3 4. 5 & 71 8
Features rankeé (selected% by FSMLP

Fig. 10. Behavior of the 10 pens: Mean and standard deviaifotop 10
features ranked (selected) by FSMLP. The lower the numherhigher is the
rank.

A. Abnormal Behavior of peRs

In Section V, we have seen that pBg behaves abnormally
as far as FPR is concerned. To explore the reason behind it, o )
we make a pictorial representation of the behavior of the r&@ken as an indication that our feature set is not good enough
ten selected features in Fig. 10. The X-axis represents t@pcapture the characteristics of pee.
ten features (in order) selected by FSMLP, while along the
Y-axis we plot the mean of the feature values along with- Relevance of the Selected Features
corresponding standard deviation. Ten different colorgeha We have seen a consistent performance of the classiers
been used to represent ten different pens. Figure 10 gives saising 20 or more features selected by FSMLP (in Section
clue for the strange behavior of p&g. In general, we can seeV). This suggests that 20-30 features selected by FSMLP
that the mean value of several features corresponding to e generally good enough to model the present problem. A
Ps (shown as black solid line) are abnormally high. Even theareful inspection of the top 30 features selected for wffe
corresponding standard deviations are quite high. This Ingay pens suggests that contrast and homogeneity at all channels



10

Frequency
Freuency

" Feature value ‘ Feature value
(a) (b)

Fig. 12. Distribution of moment features for a particulang®s;. (a) (1,1)
Legendre moment (one among the bottom 30 features as ragkesNILP) in
rg ybspace, and (b) (1,2) Legendre moment (one among the top @0dea
selected by FSMLP) ing yb space. A bimodal distribution is visible for the
(1,2) Legendre moment but the same is lacking for (1,1) Ldgemoment.

() (b) (©)

one can observe that usually whenever Legendre moment of
(d) (e) () . : : .
a particular order is selected, the corresponding geometri
(F:ig- 1}1- Legebndre and geometric momgnts 0(; rst tg third Orh'rﬂE?b moment is not selected and vice versa. This suggests that
G om0, haces, Fet o (20,0, 476 () Pt (i eenthere may be some relation between Legendre and geomeric
FSMLP (rank 1 to 30) over 10 pens, while the second row ((d), &ed Mmoments. Indeed such a relation exists, a Legendre moment of
gf))l%%r;i%tietrhiosaemnes inxtf:(e t;g:]tgr?e3?efsz€;téretﬁesaiﬁeednt?ﬁ#ta%d?; a given order is a linear combination of_th_e geometric momient
19he order of mor?”lenté is talgen as inpcreasing order of the leshent of thé of the same a,nd lower orders [19]. Th!S is possibly the reason
ordered pair. e.g., for second order moment, (0,2) = 1, &,2) and (2,0) = for the selection of one of the two kinds of moments. One
3. Z-axis represents the corresponding frequencies oveef. For the rst can also observe that although the rst and second order
[ e e s beter i e ealre e lor e axbeot e geometric (or Legendre) moments are selected (n the list of
(b) Second order moments @, C, space. (c) Third order moments in top 30 features) fron€, C, space, the third order moments
rg yb space. (d) First order momentsiig  yb space. (e) Second order gre selected fromng yb space. To nd the reason behind
moments inrg b space. (f) Third order moments @,  Cr space. it, we analyze the moments that appear in the bottom 30
features (with ranks from 77 to 106). We plot the frequency of
appearance of these moments in Fig. 11 (in the second row).
mean of the intensity at all but yb channel, standard dmatilnterestingly, if a Legendre moment of third order, say2)1,
of the intensity at all buC, and C channels, and the rst j, rg yphappears frequently in the list of top 30 features, then
order Legendre and geometric moments@gr C; space are the | egendre moments of lower orders (but in the same space),
the most frequently selected features. Of the various Inigrgeéy, (1,1) inrg  ybappears in the list of bottom 30 features.
(second and third) order moments, only (0,2), (1,1) Legendsimilar observations can be made for the moment4n C,
and (0,2) geometric moments f@, C, space as well as gpace also. To analyze this observation further, we ingpect
(2,1), (3,0) geometric moments and (1,2) Legendre momefjtribution of top and bottom 30 features on the individual
forrg ybspace appear in the list of frequently selected tofa. As an illustration, in Fig. 12(a), for péts, we show the
30 features. (1,1) Legendre moment ing  yb space, which appears in
Before we discuss the relevance of the selected featurgs list of bottom 30 features while in Fig. 12(b), we show
we note that the features are selected using FSMLP, whetie (1,2) Legendre moment (g  yb), which appears in the
selection depends on the interactions of features amaRrg of top 30 features. Figure 12 reveals that (1,2) Legendr
themselves and not merely on the goodness of a particutsément has a bimodal distribution, which is expected to have
feature. A feature, when looked in isolation, might exhibinore discriminative power while (1,1) Legendre moment has
a poor discriminative power but it may perform very well inan almost unimodal distribution, which is not expected teeha
conjunction with other features, mainly due to some noedin much discriminative power.
interactions between them. Although, in such an envirortmen Among the GLCM features, contrast and homogeneity for
it is dif cult to comment on each selected feature sepayatelall the ve channels could make a position in the list of
we will explore the reasons behind the selection of some @p 30 features. The reason for the selection of contrast
the features in the next few paragraphs. feature might be the local variations of intensity in the gea
First, we talk about the moments, which appear in the li§ertainly, the local variation is an important parameter fo
of top 30 selected features. The rst order Legendre momentstection of the alteration. A careful inspection of thekés
in C, C; space appear as important discriminative featurgdlustrated in Figs. 5 and 6) reveals some kind of periodic
Similar inference can be made for the rst order geometriextured pattern. Seeing this periodicity, one can expeat t
moments (inCp, C;) also. But unlike the rst order momentsenergy should be selected. But the FSMLP selects energy
in C, C;, not all moments of second order@, C,; and infrequently, while homogeneity and contrast (which are th
third order inrg ybare selected in the list of top 30 featuresmeasures of local variation in intensity) are selected more
To understand this phenomenon, in Fig. 11 ( rst row), we pldtequently. This suggests that such periodic texture pate
the frequency of appearance of different moments in thefistare not discriminative features for the present problemis Th
top 30 selected features over different pens. From thiseguris reasonable because this periodicity is not expectedangd
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signi cantly when similar pens are used to alter a documeriected features. This analysis further strengthen theulrsess
On the other hand, color and intensity vary more signi cantlof feature analysis for the present problem.

with pen. Thus, local variation in intensity and color, as

expected, appear to be an intrinsic property for a strokl wit VIl. CONCLUSIONS

a particular pen. An alarming rate of loss due to fraudulent documents around

the globe is a matter of serious concern. In this paper, we hav
C. Usefulness of Feature Analysis addressed the problem of examining one such class (atterati
elkgy addition of strokes) of fraudulent documents. To examine
terations with pens, we have done an extensive study with
e%‘Ierent classi ers in conjunction with different feaes to

We have seen in Section V that there is no signi cant diff
ence in accuracies when we go from 20 FSMLP selected f

tures to 106 features. Indeed, one will be curious to know ho thei tabilit d potentiality for th blend
a set of randomly selected features behaves against FSMEFFESS thelr sutabiiity and potentiality for the pro er

selected features. To explore the performance of randon’f@/ns'derlat'o?' T(I)< e:)nhar:jcc: thte perf()lrm?ncet thth.e clagxsl er d
selected features, we randomly select some features (I@n% heural hetwork based Teature selection technique 1S use

from 1 to 30) 10 times and average of their performances h gt can capt_ure subtle .non-llnear Interaction betweenmfea_
been reported in Table V. comparative analysis of performance of the classiers

. eveals that the results are quite satisfactory for all tiree
Table V compares the performance of the different Clasgllassi ers studied, and of the three classiers, SVYM is the

ers while using the randomly and FSMLP selected feature§: : ful Such destructive tachni b
The table depicts a signi cant (will be tested statistigall MOst successiul one. such a hon-destructive techniqueean

difference in accuracy between the two scenarios. In Table &great help to the forensic community in combination with

the poor performance with a few randomly selected featur °C onv?r?tlopaltrt]echnltqugs. t of this kind. th . lot
suggests that there are some poor features. Since FSMLP doé'ignce IS 1S the TSt attempt of this kind, there 1s a 1o
not open the gates much for bad features, we get a be Scope for extension Of.'[hIS work. For example, use of a
performance with features selected by FSMLP. We nd th grer set of pens to_ design the system, use of other kinds
as we move from 1 to 30 features, difference between tﬂg features, use of different pattern recognition framdwor

accuracies becomes smaller. This may be due to the existeﬁ@% extent5|on/ modi Cat'?'lh()f the approtarl]crtl o otr;er wrltllng q
of several correlated but useful features in the feature set 'NSTUMeNts are some ol the avenues ihat can be explored.
. . We shall continue our work to explore new features and to
To test whether the difference in performance of the classgsi n a con dence value with each decision. We also plan to
ers using the FSMLP selected features and randomly salec®>>"Y . C . e P
. - o : . extend our investigation to other kind of writing instrunten
features is statistically signi cant, we use Wilcoxon sigh - dividually and in combination
rank test [31]. We divide the whole data into 10-folds such y '
that each fold represents all data from a particular p&n,
We get the FSMLP ranked feature as mentioned in Section ACKNOWLEDGEMENTS
IV-C. We also get a set of randomly selected features forThe authors would like to thank anonymous reviewers
each fold separately. Then these data are classi ed usiag thhose comments have helped us to improve the paper. The
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TABLE V
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Accuracy
Number of 5NN MLP RBF-SVM Poly-SVM
features Random | FSMLP | Random| FSMLP | Random]| FSMLP | Random | FSMLP
1 57.19 75.55 56.12 77.78 61.14 79.75 58.99 79.48
3 68.42 80.65 61.02 82.31 73.01 80.84 73.10 83.01
5 73.40 82.51 76.08 82.83 76.83 83.85 75.00 82.98
10 77.40 83.48 76.40 84.20 78.26 82.93 78.45 84.04
20 80.29 85.51 77.29 84.44 80.97 87.01 76.15 86.20
30 81.18 84.48 79.32 85.49 83.32 88.58 82.59 88.20
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