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Abstract—Alteration and addition to valuable data on paper
documents are among the fastest growing crimes around the
globe. The loss due to these crimes is huge and is increasing with
an alarming rate. The techniques, which are used by forensic
document examiners, to examine such cases are still limited
to manual examination of physical, chemical and microscopic
characteristics. Moreover, it is very dif�cult to detect an alteration
when the ink of similar color is involved. We could not �nd much
in the literature to deal with this problem in an automated pattern
recognition framework. In this paper, we restrict ourselves to
alterations made with ball-point pen strokes and propose a
scheme for detection of such alterations using pattern recognition
tools. For this, a large set of color and texture based features
is extracted. To choose an adequate set of useful features from
the extracted ones, a multilayer perceptron (MLP) based feature
analysis technique is used. For detection of the alteration, three
different classi�ers, namely, K-nearest neighbor (KNN), multi-
layer perceptron (MLP) and support vector machines (SVMs)
are used. The results are quite promising.

Index Terms—Alteration detection, Fraudulent addition, pat-
tern recognition, texture feature, moment feature, feature anal-
ysis.

I. I NTRODUCTION

Paper documents with valuable data recorded on them are
often the target of the criminals. The intention is clear. Unlike
blue-collar crime, they can be highly bene�ted taking a little
risk. A small but skillful change in a single stroke, with
a pen having ink of similar color as that of the original
stroke, can make a difference of huge amount of money.
A fraudulent addition to checks, wills, contracts and other
legal documents may cause an irreparable damage in terms of
human suffering as well as serious �nancial loss. According
to `American Bankers Association', the average loss, due to
fraud, per check in the USA is $1545 and is likely to grow by
2.5% annually in the coming years [32]. The National Check
Fraud Center, a private organization in the USA that provides
nation-wise update and support to the law enforcement agency
against white-collar crime, has also mentioned the ugly face
of this crime as:̀ check fraud and counterfeiting are among
the fastest-growing problems affecting the nation's �nancial
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system, producing annual losses of$ 10 billion and losses
continue to rise at an alarming rate annually'[32]. A recent
article (March 2010) has also cited the check fraud as one of
the ten challenging frauds of the year 2009-2010 [1]. These
are the data from the USA and that also withchecksonly.
From these data, it is not dif�cult to �gure out the huge loss
around the globe due to such a white-collar crime.

The techniques that are used by Forensic Document Ex-
aminers (FDEs) in practice, to detect these forgeries, are
based on manual examination of physical, microscopic and
chemical characteristics. Some modern imaging tools are also
available but those are usually not for automatic detection.
Using available techniques it is not always possible to detect
such a forgery, especially when the ink of similar color is
involved. The frequency and severity of such crimes demand
modern automated instruments/techniques for the detection of
these forgeries.

Various attempts have been made to detect an alteration
in document starting from Osborne [2]. All investigations in
this domain are based on either of two main approaches.
The �rst one involves techniques, which do not damage the
content of the documents (non-destructive approach) and the
second one gives a solution although there may be some
damage to the original documents due to chemicals etc.
(destructive approach). Research on non-destructive approach
is based on conventional and modern physical and microscopic
examination [3], [4], [5]. On the other hand, researchers,
who adopt destructive approaches, use conventional as well
as sophisticated chemical and analytical methods [6], [7],[8].

Application of image processing and pattern recognition
techniques in forensic document examination is not very old.
Most researchers, dealing with problems related to automatic
forensic document examination, have focused on automated
off-line handwriting examination but the area of alteration
detection is almost unexplored. Our literature search could
not retrieve any work on the application of pattern recognition
techniques for the detection of an alteration made with ball-
point pen strokes, although there are some literature available
on ink analysis using image processing and pattern recognition
techniques [9]. We have reported some preliminary results on
the detection of an alteration made with ball-point pen strokes
in [10], [11]. In those articles, we have compared whether the
two segments (of strokes) `a' and `b' are written with the same
pen (class-I) or with different pens (class-II). In [10], [11], we
have computed a set of 106 features from each segment and
concatenated the two sets obtained from `a' and `b' to form
a feature vector in< 212. Although the performance of this
system is quite good, it may fail to recognize the concatenated
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pattern `ab' and `ba' to be the same. We address this issue
here. Moreover, we adopt a more sophisticated and rigorous
analysis in the present work.

In this paper, we treat detection of the alteration as a two-
class pattern recognition problem. The �rst class is one when
no alteration is made, that is, strokes are made with the same
pen. The second class corresponds to the cases where strokes
are made with two different pens. After data acquisition, we
extract a large set of color and texture features. Since the
features are extracted based on an intuitive understanding
of what might be useful for detection of the alteration, a
multilayer perceptron based feature analysis technique isused
to select a small set of useful features. These features are
then used for detection of the alteration using three classi�ers,
namely, K-nearest neighbor (KNN), multilayer perceptron
(MLP) networks and support vector machines (SVMs). A
detailed comparison of performance of these classi�ers has
also been done to assess their suitability for the present
problem.

The rest of the paper is organized as follows. Section II
emphasizes the importance of the problem dealt with in this
paper, using some real life scenarios. Section III describes
acquisition of ball-point pen strokes data. Section IV presents
the proposed methodology. Experimental results are presented
in Section V. Section VI discusses the behavior of the pens,
relevance of the selected features and usefulness of feature
analysis. Finally, we conclude the paper in Section VII pro-
viding some future directions of work.

II. A LTERATION EXAMPLES

Alteration in documents is a broad term meaning a change
either by addition or by deletion. Here, we talk about the
alteration made by addition of strokes. Alterations are made
on various documents used in our day to day life.A contract
may be changed after the parties have come to an agreement
and signed it; a check may be raised to a higher amount;
the date on a document may be changed; or doctors may
add notes to their patients' medical charts after a lawsuit
has been �led[12]. These are only a few examples, many
more documents are forged and reported everyday to the law
enforcement agencies around the globe. The law enforcement
agencies do not reveal the details of such cases due to legal
constraints. So here we present, based on our discussion with
forensic document examiners (FDEs), some mock cases of
alteration as follows.
Case-I: A deal was signed between an organization and a
third party (say, Mr. X) on a particular date (say, 05.12.2009).
Later on, the organization had announced a scheme that if
the deal was signed before some date (say, March 31, 2009),
the third party would be given some extra advantages on that
deal. To take the advantages of the new scheme offered by the
organization, Mr. X had made a malicious plan and changed
the date of the deal to 05.02.2009 by adding a stroke to `1'
to make it `0' and succeeded to get the bene�ts of the new
scheme. Actually, the format of the deal was �xed and the
relevant blank spaces were �lled with a pen. So, it was easier
for Mr. X to execute the plan. Later on, the case came into

(a) (b)

Fig. 1. Alteration in date: (a) an altered date and (b) the original date.

light and the document (deal) was sent to an FDE to get an
opinion on whether there was an alteration in the date of the
deal. The alteration was revealed on the examination of ink
strokes of the date. The altered and the original dates might
look like as shown in Fig. 1. Figure 1(a) is the altered version
of the date, 05.12.2009, that is made by adding a stroke to
`1', with a different ball-point pen having ink of similar color,
to make it `0'. Figure 1(b) shows the original version of the
date, 05.12.2009.

Case-II: In a case mentioned in [13], a nurse (say, Ms. Y)
was injured by a psychiatric patient and went for treatment
to the emergency room of the same hospital for which she
worked. In a dramatic move, the hospital accused her (Ms. Y)
of faking the injury and she was dismissed from her job. She
�led a complaint against the hospital stating that the medical
report had been altered to re�ect lack of evidence of injury.An
FDE was hired to examine the records. The nurse who made
the entries (say, Ms. Z) into the medical record testi�ed that
she had entered all of the material into the record at one time
without pausing. However, the FDE was able to demonstrate
that two different shades of ink re�ected two different pens
that were used to make the entries.

Many such cases of altering the medical records and other
documents are registered in India as well as in other parts of
the world. The proposed method gives a pattern recognition
model to detect such alterations by examining the differences
between the ink used to generate the two strokes.

In Fig. 2, we show some numerals and �gures, which are
usually attacked by the criminal community. These numerals/
words are easy to alter. We have shown only a few exam-
ples, there are many more of this type. Although the shown
numerals/words are poorly altered to give an illustration,but
the criminal community often does such alterations in much
smarter way.

Although, in the proposed work, crossing-lines are taken as
sample images, our method can be applied to any document
image (either of check, will, medical chart or any other) where
there is a suspicion about use of different inks (different ball-
point pens). For such cases, ink strokes from two regions
can be taken and after extraction and analysis of features, the
feature vectors can be fed to the classi�er to see whether or not
the two strokes are written with the same pen. The objective of
the paper is to provide a useful pattern recognition framework
for detection of the alteration made with different ball-point
pens.
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Fig. 2. The �gures/words that are usually attacked by criminals for the alteration

III. A CQUISITION OF BALL-POINT PEN STROKES DATA

Acquisition of data, which are representative of real sce-
nario, is an important but challenging task. For better under-
standing of the alteration problem, consider the check in Fig. 3.
This check is written for an amount of four lakh (0.4 million)
INR. Is there any irregularity in this check? Apparently no.
Actually, Fig. 3 is an altered version of Fig. 4 generated by
one of the authors for the purpose of illustration. The actual
amount, originally written on the check, was one lakh (0.1
million) as shown in Fig. 4. The check has been altered by
adding extra strokes with a different ball-point pen havingink
of similar color to change 1 to 4 ( see the rectangular box on
the right side for writing the amount). Some more strokes are
added to alter the amount written in words. It is very dif�cult
to see any irregularities with visual inspection in Fig. 3 before
seeing Fig. 4. One can see from this illustration how a careful
addition of stroke(s) can change the scenario.

For our analysis, we consider the neighborhood of an inter-
section point as our area of interest because of its simplicity.
But in a real life scenario, whenever there is a doubt about
any stroke, the area of interest can be decided by the user.

To generate realistic data for this investigation, 10 different

ball-point pens (with blue ink) of different make are used.
As we are interested in alteration detection based on ink
imprint analysis, papers of the same brand and quality are
used to avoid any kind of dissimilarity due to paper. Using
combinations of these 10 pens, we have prepared10C2 (i.e.,ten
choose two) = 45 combinations of two intersecting strokes on
the paper [see Fig. 5(a) for an illustration]. To avoid any bias
on the order of strokes, the order of the intersecting strokes
is changed to create another 45 combinations. In order to
strengthen the quality of data, two copies of each of these
90 combinations are created. In this way, 180 documents are
generated.

Since the color of the ink is similar, it is very dif�cult to
make out the difference between the altered and the original
strokes (as seen in Fig. 3 and Fig. 4). To extract minute details,
the pictures of intersecting strokes are enlarged 80 times and
the corresponding images are captured using VSC 5000, an
imaging workstation with a microscope.

Like other image processing applications, these images also
undergo some pre-processing. Regions having pen strokes are
extracted by a simple gray-level thresholding method, where
threshold is selected based on bimodal histogram analysis [14].
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Fig. 3. An example of fraudulent check

Fig. 4. The original check that has been altered later with different pen but having ink of similar color to make Fig. 3

(a) (b)

Fig. 5. A typical sample image data (a): Image of intersecting strokes (b):
segmented strokes used for feature extraction.

Each intersecting stroke in the image is then manually divided
into two non-overlapping segments, which are used for feature
extraction.

IV. PROPOSEDMETHODOLOGY

A. Feature Extraction

Success of a pattern recognition system largely depends on
the features used to design the system. The targeted problemis
also not an exception. Here, in most of the images even after
enlargement, it is very dif�cult to make out the differences
between strokes (illustrated in Fig. 6). But there may be some
color variations between two blue inks as different manu-
factures may use different chemical compositions to prepare
the ink. To cope with such dif�culties, the feature set has to
take two responsibilities. First, it should capture the perceptual

differences between the inks. Second, it should able to detect
textural differences that may arise due to interaction between
pen and paper. For the full description of color, we have chosen
YCbCr color model [15] and the opponent chromaticity model
(rg, yb) [16] to compute various features. The opponent
process theory of color vision motivated us to use the two
color models simultaneously, since the trichromatic theory of
color vision does not explain all aspects of color vision [17].
The use of both the models together may help to get a more
complete color description of the strokes.

For the present problem, since we are interested in color
and texture features from each channel, we compute various
moments of joint distribution of various color components
as color features and extract some texture features from the
gray-level co-occurrence matrix (GLCM). Moments [18], [19]
can be considered as a form of projections of the image
intensity function I(i,j) onto a polynomial basis. So, the types
of moment are de�ned based on the polynomial on which
the intensity function is projected. The Legendre moments
fall in the category of orthogonal moments while the geo-
metric moments are non-orthogonal moments. For the sake of
completeness, next we present a brief description of Legendre
moments, geometric moments, GLCM and the features that
are computed using GLCM for the present problem.

Legendre Moments: Since a Legendre PolynomialQm (u)
is de�ned on the intervalu 2 [� 1; 1], for an imageI (i; j )
of size M � N , the pixel coordinates are scaled as follows
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Fig. 6. Some images, where both the lines look similar even after
enlargement.

: � 1 � ui ; vj � 1. The 2-D discrete Legendre moments of
order(m; n) are then de�ned as [19]

L mn = � mn

M � 1X

i =0

N � 1X

j =0

Qm (ui )Qn (vj )I (ui ; vj ) (1)

where the normalizing constant� mn = (2m +1)(2 n +1)
MN , (ui ,vj )

denotes the normalized pixel co-ordinates and can be normal-
ized asui = 2i

M � 1 � 1 and vj = 2j
N � 1 � 1. The Legendre

polynomialQm (u) of orderm is given by

Qm (u) =
mX

k=0

amk uk =
1

2m m!
dm

dum (u2 � 1)m (2)

Here, dm

du m () denotesmth derivative.
Geometric Moments : For an image of sizeM � N with
image intensity functionI (i; j ) a discrete version of geometric
moment of order(m; n) can be written as

Gmn =
M � 1X

i =0

N � 1X

j =0

i m j n I (i; j ): (3)

Gray-Level Co-occurrence Matrix (GLCM) : The
GLCM [20] is de�ned as a matrix of relative frequencies
with which gray-values of two pixels, separated by a distance
d and at an angle� with the horizontal axis, occur on the
image. For the calculation of features and for a given d,
a joint probability matrix is determined by summing the
GLCMs for different values of� and then normalizing the
resultant one.

Let p�� be the joint probability of co-occurrence of two
pixels having intensities� and � separated by (d; � ) in polar
coordinate. Some commonly used features based on GLCM
(of sizeS � S) are de�ned as follows [20].

Contrast =
S� 1X

�;� =0

p�� (� � � )2 (4)

Homogeneity =
S� 1X

�;� =0

p��

1 + ( � � � )2 (5)

Energy =
S� 1X

�;� =0

p2
�� (6)

Entropy is also one of the most popular features, extracted
from GLCM. Note that, using Taylor's expansion of� logp�� ,
it is easy to see that entropy can be approximated as (1-
energy). Hence, in this investigation, we use one of the two,
i.e., energy.

In particular, we have calculated Legendre and geometric
moments up to third order excluding the zeroth order from a
normalized 2-D histogram of each of rg-yb andCb-Cr spaces.
Moments are calculated from a normalized 2-D histogram
just to avoid the differences due to rotation and translation
of strokes. Thus the moments calculated in this way are trans-
lation and rotation invariant. The reason to consider moments
up to third order is that most of the information is stored
in moments of lower order. We did not take the zeroth order
moment because it is the same for all images for a normalized
2-D histogram. In this way, we get 18 moment features (2 for
�rst order, 3 for second order and 4 for third order, thus a
total of 9 features for each of the Legendre and geometric
moments) from each of the two spaces. We have also added 2
more features, namely, mean and standard deviation for each
channel to get the variation in intensity. We have calculated
a GLCM for each channel and for each of the four distances
(namely,d = 10, 20, 30 and 40) by taking average of GLCMs
for all the eight directions (� = 0 � ; 45� ; 90� ; � � � ; 315� ) for
a particular distance. Various distances are taken to capture
different scales of the texture. Three features, namely, contrast,
homogeneity and energy are extracted from a GLCM for each
of the four distances. This results in another 12 features from
each channel. Thus a total of 106 features are extracted for
each stroke segment. Each feature is then normalized to [0,1].

B. Alteration Detection: Problem Formulation

We consider the alteration detection as a two-class problem:
class-I, when the same pen is used to generate the two
strokes, and class-II, when two different pens are used. In
this investigation, we use three different classi�ers namely, K-
nearest neighbor [23], [24], [25], SVM [26] and MLP [23],
[27] for the detection of the alteration in documents. Each
image in the data set has two intersecting strokes. Each stroke
is segmented into two parts by removing the intersection area.
From each segment, color and texture features are computed
and are organized as a vector. Thus4C2 (i.e., four choose two)
= 6 feature vectors are created from each image combining
the features of two segments at a time. Supposey and z are
feature vectors computed for two segments ( of strokes) of
an image wherey; z � < 106, then the actual feature vector
used in this investigation is computed asx � < 106 , where
x = ( x1; x2; :::; x106)T ; x i = jyi � zi j; i = 1 ; 2; :::; 106. Thus
a total of 6 feature vectors, each having 106 elements, are
generated from each image. A feature vector is labeled as
from Class-I, if the two strokes are written with the same pen;
otherwise, it is labeled as from Class-II.
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Fig. 7. A schematic diagram explaining the construction of afeature vector.

A schematic diagram for the construction of a feature vector
can be seen in Fig. 7. This �gure shows a typical way to get
a feature vector for a query whether the two selected strokes
are written by the same pen.

For the K-nearest neighbor classi�er, the penPk is kept out
(i.e. all data points using penPk are kept out) and the data
from the remaining 9 pens are used as training data. The data
associated with thePk

th pen is used as test data. The process
is repeated for every penPk ; k = 1 ; � � � ; 10. By doing so, one
can avoid the bias towards any particular pen.

We follow a similar strategy for SVM for which we need
to determine some hyper parameters. Here, we use two kinds
of kernel, RBF and polynomial [26]:

RBF Kernel : Ker (x i ; x j ) = exp(�
1

2� 2 jj x i � x j jj2):

P olynomialKernel : Ker (x i ; x j ) = ( A + B � x i
T x j )
 :

Here,� , A, B and
 are the constants de�ning the kernels.
All data using a particular pen,Pk (say, T Ek ) are kept out
for testing and the remaining 9-pen data (say,T Rk ) are used
to design the system. On thisT Rk , again a one-pen-left-out
strategy is followed with a set of choices for the regularization
parameter and�=B; 
 ( � , in case of RBF andB; 
 for
polynomial kernel, here, A=0) to get an optimal parameter set.
The “optimal” parameters are then used to design the SVM
using the entire dataT Rk . The trained SVM is tested onT Ek ,
i.e., the data related to theP th

k pen. The process is repeated
for each penPk ; k = 1 ; � � � ; 10.

Selection of an appropriate architecture is a very important
but challenging task for any neural network based classi�er.
Here, we consider only one hidden layer. Similar to the
procedure followed for SVM, we useT Rk to decide on the
optimal number of hidden nodes for the MLP. The optimal
parameter is used to train a network using the entire dataT Rk .
The trained network is tested onT Ek . The process is repeated
for every penPk ; k = 1 ; � � � ; 10.

C. Feature Analysis

It is well known that use of more features does not nec-
essarily produce better result because there may be redundant

(correlated) as well as derogatory features. Use of a set of just
adequate features (sometimes with a controlled redundancy)
usually makes the system identi�cation easier and such a
system is likely to yield better generalization. A small set
of features demands less memory and requires less time for
learning and decision-making. The aim of feature selectionis
to �nd a subset of features, as small as possible, simultane-
ously maximizing the recognition score or prediction accuracy.
A small set of features results in a better understanding of
the system and helps to identify factors relevant to the target.
Hence, here feature analysis becomes a necessity.

There are many feature selection techniques available in the
literature [21]. Here we use a multilayered perceptron based
feature selection network that we call FSMLP, in short [22].
This method associates an adaptive gate to each input node
(hence each feature) of the network. The gate is modeled by a
monotonic differentiable functiong(� ) of a tunable parameter
� and with range [0,1],� 2 R . The degree to which a gate
is opened determines the goodness of the associated feature.
Unlike conventional MLP, here the input node modulates the
input feature value by computing the product of the input value
and the associatedg(� ) and that product is then passed into
the next layer of the network. The training begins assuming
all features as bad features, i.e., the gate parameters are so
initialized that every gate isalmost closed, i.e.,g(� ) � 0 .
Note that, we use the wordalmost closed. If g(� ) = 0 then the
learning cannot proceed. The learning uses gradient descent to
minimize the classi�cation error. Therefore, the good features
that can reduce the error faster are likely to get their associated
gates opened faster. A bad or redundant feature cannot reduce
the error and hence the gate associated with that is expected
to remain closed more tightly. In all our experiments, we train
the FSMLP only for 1000 iterations, because, there is no need
to train FSMLP till error becomes very low. We can stop when
the training error is just satisfactory as our objective is only
to pick up the good features.

Since FSMLP looks at all features at a time [22], it can
account for the non-linear interaction between the features.
This is a very important attribute of the system. Use of MLP
networks raises issues like choice of network size etc. In this
work, we have experimentally found that 8 hidden nodes are
good enough. Hence, in all our experiments related to feature
selection, we have used 8 hidden nodes. Since such a network
uses gradient search, depending on the initial conditions,
different runs can result in different sets of features, and
each of these sets may be equally good. This can particularly
happen if there are correlated features. Thus to reduce the
effect of initialization to a limited extent, we proceed as
follows. A pen, Pk , is kept out for testing. When we say
that a penPk is kept/left out, we actually mean all the data
involving penPk are kept out. The remaining data from nine
other pens are used for feature selection and classi�er design.
Using these nine pens, the FSMLP is trained (run) 10 times.
Each runR generates a gate opening value for each feature,f
as gR

f ; R = 1 ; � � � ; 10;f = 1 ; � � � ; 106. Now, we compute the
composite importance for featuref as gf =

P 10
R=1 gR

f and
use these values to select a set of features for any experiment
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with penPk left out; k = 1 ; � � � ; 10.

V. EXPERIMENTAL RESULTS

In this section, we present the results of the experiments
carried out for this study. The experiments are designed in
such a manner that for a particular pen (we are using 10
different ball-point pens having blue ink), we could get a
suf�cient amount of training and test data. In our experiments,
180 images of crossing strokes are used, which comprises a
total of 360 strokes of pens. Thus each pen is contributing
to 36 images. One should keep in mind that each image is
containing 4 segments of strokes, two due to a particular pen
Pk1 and other two segments due to some other pen (say,Pk2).
These 4 segments results in4C2 = 6 pairs of segments of
strokes. Out of the 6 pairs of segments, one pair is completely
due to penPk1, four pairs are due to combinations of pen
Pk1 andPk2 and another pair is solely due to penPk2. When
we say that penPk1 is kept out for testing, we mean that all
pairs of segments, where one of the segments is written with
the penPk1, are taken as the test data. The remaining pairs
of segments are used as the training data. Thereby, no pair of
segments in the training data includes the penPk1. Thus for
each pen,36 � (4C2 � 1) = 36 � 5 = 180 data points are
taken as the test set and(180� 36) � 6 + 36 � 1 = 900 data
points are taken as the training set following one-pen-left-out
strategy. Following the strategy, thepairs of strokes, which
are used for testing are totally unseen by the classi�er during
training. Since the number of data points in the two classes
are quite different, we use random over-sampling to overcome
this imbalance as recommended in [28]. As mentioned earlier,
three different classi�ers, namely, KNN, MLP and SVM
have been utilized for the targeted task. Performance of the
classi�ers are discussed next.

A. Performance of KNN classi�ers

First, we try to detect the alteration with one of the simplest
classi�ers, the K-nearest neighbor classi�er. We run the KNN
algorithm using all 106 features for different choices of K
(=1,3,5,7,9 and 11). Although the average accuracy by all the
six KNN classi�ers are found to be almost the same, some
noticeable variation in accuracies is seen among the individual
pens. We will discuss these variations later.

To investigate the discrepancies found among individual
pens in KNN based alteration detection, we do feature analy-
sis. Figure 8 shows the variation in accuracies with the number
of FSMLP selected features for the KNN classi�ers. All the
KNN classi�ers show similar results (difference of less than
2 %, both within and between the classi�ers) with more than
20 features. Consistent behavior of the plot after 20 selected
features gives a hint that the feature set may have many
redundant (correlated) features. Thus inclusion and deletion
of some features do not affect much the accuracy of the
KNN classi�ers. In general, 5NN outperforms other classi�ers
with different FSMLP selected features. Moreover, the best
accuracy of 85.51% is achieved by the 5NN classi�er with
just 20 FSMLP selected features.
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Fig. 8. Performance of KNN classi�ers with different sets offeatures selected
by FSMLP
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Fig. 9. Comparison of performance (%) of different classi�ers with different
sets of features selected by FSMLP

We now investigate the variation in the performance of the
KNN classi�ers when different pens are left out and the effect
of feature analysis on them. Since the 5NN classi�er with 20
FSMLP selected features yields the best performance among
the KNN classi�ers, we compare the performance of the 5NN
classi�er with 106 and 20 features selected by FSMLP. Table I
depicts this comparison. The variation that we have mentioned
earlier, is visible in columns 2, 4 and 6 of Table I. One can
see from the table that when all 106 features are used,P10

yields a poor accuracy whileP5 results in an unusual false
positive rate (FPR) compared to that of other pens. Note that,
using the selected features, the accuracy of penP10 not only
improves but also becomes comparable with those for most of
the pens. The FPR of penP5 still appears to be an issue. We
will keep track on the performances of penP10 and penP5

with other classi�ers too.

B. Performance of SVM and MLP classi�ers

Table II shows performances of SVM (with RBF and
Polynomial kernels) and MLP classi�ers with different setsof
FSMLP selected features. Apparently, RBF-SVM outperforms
other classi�ers. Like the KNN classi�ers, SVM and MLP also
produce consistent results with 20 and more features selected
by FSMLP. However, the RBF-SVM, Polynomial-SVM and
MLP achieved their best performance of 89.36%, 88.20%
and 86.43% with 106 features, 30 features and 70 features
respectively. To compare these classi�ers with KNN, we plot
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TABLE I
PEN-WISE PERFORMANCE(%) OF 5NN CLASSIFIERS WITH ALL 106AND 20 FSMLPSELECTED FEATURES

Pen Accuracy False Positive Rate False Negative Rate
kept out 106 Features 20 Features 106 Features 20 Features 106 Features 20 Features

P1 82.35 84.19 2.94 0.00 32.35 31.62
P2 84.64 82.86 0.00 2.86 30.71 31.43
P3 85.07 81.25 0.00 0.00 29.86 37.50
P4 87.50 90.53 6.06 0.00 18.94 18.93
P5 81.25 80.86 37.50 37.50 0.00 0.78
P6 83.82 83.09 2.94 5.89 29.41 27.94
P7 95.83 97.56 5.56 0.00 2.78 4.86
P8 80.21 81.25 0.00 0.00 39.58 37.50
P9 90.73 93.55 6.45 6.45 12.10 6.45
P10 72.50 80.00 14.29 2.86 40.71 37.14
Total 84.39 85.51 7.57 5.55 23.65 21.89

TABLE II
PERFORMANCE(%) OF MLP AND SVM CLASSIFIERS WITH DIFFERENT SETS OF FEATURES SELECTED BYFSMLP

Number of Accuracy False Positive Rate False Negative Rate
Features RBF-SVM Poly-SVM MLP RBF-SVM Poly-SVM MLP RBF-SVM Poly-SVM MLP

1 79.75 79.48 77.78 7.58 6.70 14.83 32.92 34.34 29.60
3 80.84 83.01 82.31 10.62 9.71 15.99 27.70 24.28 19.40
5 83.85 82.98 82.83 10.70 9.84 12.86 21.60 24.19 21.47
10 82.93 84.04 84.20 8.60 8.85 12.11 25.54 23.08 19.49
20 87.01 86.29 85.44 10.06 9.69 12.18 15.93 17.72 16.93
30 88.58 88.20 85.49 7.67 6.43 12.17 15.16 17.17 16.85
40 88.05 87.79 86.38 7.59 6.98 11.98 16.32 17.44 15.27
50 88.69 87.18 86.00 7.61 8.26 12.18 15.02 17.39 15.82
60 88.08 86.32 85.32 7.61 9.04 13.34 16.22 18.32 16.02
70 89.10 86.14 86.43 6.14 8.29 12.18 15.68 19.44 14.96
80 87.66 85.54 86.29 6.66 10.27 12.93 18.03 18.65 14.49
90 88.98 85.70 86.36 7.53 10.59 12.80 14.51 18.02 14.48
100 89.09 86.80 85.23 7.00 8.87 13.15 14.82 17.54 16.39
106 89.36 86.85 85.69 6.72 7.68 13.38 14.56 18.62 15.24

the performances of SVM, MLP and 5NN classi�ers in Fig.
9. It is clear from the �gure that, in general, RBF-SVM is the
best performer followed by Polynomial-SVM. Although the
features have been selected in an MLP environment (FSMLP),
MLP as a classi�er performs poorer than SVM classi�ers,
particularly when larger feature subsets are used. One possible
reason for this may be the fact that SVM always does some
implicit feature selection as it minimizes the squared norm
of the weight vector that de�nes the hyperplane [26]. For
the KNN classi�er, we have seen some abnormal behavior
of pens P5 and P10. To study the behavior of these two
pens, we analyze the pen-wise performance of both the SVM
and MLP classi�ers. As an illustration in Table III, we show
the performance of each pen individually using RBF-SVM
classi�er with 106 and 70 FSMLP selected features. Here,
we can see that penP10 has no issue as far as accuracy is
concerned; in fact, the performance with the 70 features is
slightly better than that with 106 features. But penP5 still
exhibits the same problem of abnormal FPR what we have
seen in the case of KNN classi�ers. Similar results have been
found for SVM with polynomial kernel and MLP classi�ers.

C. Results of two-pen-left-out strategy

To further demonstrate the effectiveness of the proposed
method, we have conducted some experiments using two-pen-
left-out strategy. In this strategy, we select a pair of pens, say,
P1 andP2 and all pairs of segments that are written either with

penP1 or with penP2 or with their combinations are kept for
testing. In other words, test data involves the segments written
with only penP1 andP2. There are 24 such cases. To train the
system, we use the pairs, which involve the remaining pensP3

to P8. Thus pens used in generating the training and test sets
are completely disjoint. The parameter selection is done with
an inner level cross-validation scheme using again the two-
pen-left-out strategy. For feature selection, we have followed
the same protocol as it is done for one-pen-left-out strategy. To
conduct the experiments, we use 15 randomly selected distinct
pairs of pens.

Here, we show the results of two-pen-left-out strategy using
RBF-SVM classi�er as it appeared as the best classi�er for this
particular problem. In the case of one-pen-left-out strategy, we
have seen that the use of more than 20-30 features selected
by FSMLP does not change performances noticeably. Hence,
here, we evaluate the performance using all 106 and 30
features selected by FSMLP and the same is shown in Table
IV. From the table, one can see that like the one-pen-left-
out case, there is a general trend of increase in accuracy
after feature analysis. With the FSMLP selected features, not
only the accuracy but FPR and FNR also become comparable
to the results of one-pen-left-out strategy. There are some
inconsistencies in performance between the pairs of pens. This
might be due to the fact that the number of data points in the
test set is only 24 (for each pair of pens), and thus a single
incorrect decision adds a signi�cant amount of error eitherin
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TABLE III
PEN-WISE PERFORMANCE(%) OF RBF-SVM WITH 106AND 70 FEATURES SELECTED BYFSMLP

Pen Accuracy False Positive Rate False Negative Rate
kept out 106 Features 70 Features 106 Features 70 Features 106 Features 70 Features

P1 91.17 89.34 0.00 0.00 17.65 21.32
P2 90.00 90.00 0.00 0.00 20.00 20.00
P3 89.24 87.50 0.00 0.00 21.52 25.00
P4 96.97 96.59 3.03 3.03 3.03 3.79
P5 82.03 80.47 34.38 37.50 1.56 1.56
P6 87.87 87.13 5.88 5.88 18.38 19.85
P7 97.92 96.53 0.00 0.00 4.17 6.95
P8 83.68 84.38 2.78 2.78 29.86 28.47
P9 91.53 94.35 9.68 6.45 7.26 4.84
P10 83.21 84.64 11.43 5.71 22.14 25.00
Total 89.36 89.09 6.72 6.14 14.56 15.68

TABLE IV
PERFORMANCE(%) OF RBF-SVM USING 106AND 30 FEATURES SELECTED BYFSMLPFOR TWO-PEN-LEFT-OUT STRATEGY

Pens Accuracy False Positive Rate False Negative Rate
kept out 106 Features 30 Features 106 Features 30 Features 106 Features 30 Features

P1 andP2 96.25 79.17 0.00 12.50 7.50 25.00
P1 andP3 83.33 75.00 0.00 0.00 25.00 37.50
P2 andP7 87.50 75.00 0.00 0.00 18.75 37.50
P3 andP4 87.50 100.00 25.00 0.00 0.00 0.00
P3 andP5 87.50 91.67 37.50 25.00 0.00 0.00
P3 andP8 75.00 75.00 0.00 0.00 50.00 37.50
P3 andP10 75.00 75.00 12.50 12.50 31.25 31.25
P4 andP7 87.50 100.00 37.50 0.00 0.00 0.00
P4 andP10 95.83 95.83 12.50 12.50 0.00 0.00
P5 andP6 93.75 95.83 12.50 12.50 0.00 0.00
P5 andP8 87.50 100.00 37.50 0.00 0.00 0.00
P6 andP9 95.83 100.00 12.50 0.00 0.00 0.00
P6 andP10 79.17 75.00 25.00 25.00 7.26 25.00
P7 andP8 86.88 83.33 0.00 0.00 7.26 25.00
P9 andP10 90.61 95.83 12.50 12.50 7.26 0.00

Total 87.27 87.78 15.00 7.50 12.25 14.58

terms of accuracy/FPR or FNR.

VI. D ISCUSSION

Although the experimental results described in Section
V have shown consistency among the performances of the
classi�ers, they left some of the issues unexplained. Thereare
mainly three issues: the abnormality of penP5, the relevance
of the selected features, and the utility of feature selection
technique (FSMLP). In this section, we take each of the
three issues separately, study their causes and try to �nd out
probable answers to those.

A. Abnormal Behavior of penP5

In Section V, we have seen that penP5 behaves abnormally
as far as FPR is concerned. To explore the reason behind it,
we make a pictorial representation of the behavior of the �rst
ten selected features in Fig. 10. The X-axis represents top
ten features (in order) selected by FSMLP, while along the
Y-axis we plot the mean of the feature values along with
corresponding standard deviation. Ten different colors have
been used to represent ten different pens. Figure 10 gives some
clue for the strange behavior of penP5. In general, we can see
that the mean value of several features corresponding to pen
P5 (shown as black solid line) are abnormally high. Even the
corresponding standard deviations are quite high. This maybe
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Fig. 10. Behavior of the 10 pens: Mean and standard deviationof top 10
features ranked (selected) by FSMLP. The lower the number, the higher is the
rank.

taken as an indication that our feature set is not good enough
to capture the characteristics of penP5.

B. Relevance of the Selected Features

We have seen a consistent performance of the classi�ers
using 20 or more features selected by FSMLP (in Section
V). This suggests that 20-30 features selected by FSMLP
are generally good enough to model the present problem. A
careful inspection of the top 30 features selected for different
pens suggests that contrast and homogeneity at all channels,
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(a) (b) (c)

(d) (e) (f)

Fig. 11. Legendre and geometric moments of �rst to third order in Cb �
Cr and rg � yb spaces. First row ((a), (b), and (c)) depicts the frequency
of appearance of moment features in the list of top 30 features selected by
FSMLP (rank 1 to 30) over 10 pens, while the second row ((d), (e), and
(f)) depicts the same in the bottom 30 features selected by FSMLP (rank 77
to 106) over 10 pens. X-Y plane represents the moments of different order.
The order of moments is taken as increasing order of the �rst element of the
ordered pair. e.g., for second order moment, (0,2) = 1, (1,1)= 2, and (2,0) =
3. Z-axis represents the corresponding frequencies over 10pens. For the �rst
row, taller the tower better is the feature while for the second row, taller is
the tower worse the feature is. (a) First order moments inCb � Cr space.
(b) Second order moments inCb � Cr space. (c) Third order moments in
rg � yb space. (d) First order moments inrg � yb space. (e) Second order
moments inrg � yb space. (f) Third order moments inCb � Cr space.

mean of the intensity at all but yb channel, standard deviation
of the intensity at all butCb and Cr channels, and the �rst
order Legendre and geometric moments forCb � Cr space are
the most frequently selected features. Of the various higher
(second and third) order moments, only (0,2), (1,1) Legendre
and (0,2) geometric moments forCb � Cr space as well as
(2,1), (3,0) geometric moments and (1,2) Legendre moment
for rg � yb space appear in the list of frequently selected top
30 features.

Before we discuss the relevance of the selected features,
we note that the features are selected using FSMLP, where
selection depends on the interactions of features among
themselves and not merely on the goodness of a particular
feature. A feature, when looked in isolation, might exhibit
a poor discriminative power but it may perform very well in
conjunction with other features, mainly due to some non-linear
interactions between them. Although, in such an environment,
it is dif�cult to comment on each selected feature separately,
we will explore the reasons behind the selection of some of
the features in the next few paragraphs.

First, we talk about the moments, which appear in the list
of top 30 selected features. The �rst order Legendre moments
in Cb � Cr space appear as important discriminative features.
Similar inference can be made for the �rst order geometric
moments (inCb � Cr ) also. But unlike the �rst order moments
in Cb � Cr , not all moments of second order inCb � Cr and
third order inrg � yb are selected in the list of top 30 features.
To understand this phenomenon, in Fig. 11 (�rst row), we plot
the frequency of appearance of different moments in the listof
top 30 selected features over different pens. From this �gure,
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Fig. 12. Distribution of moment features for a particular pen P6 . (a) (1,1)
Legendre moment (one among the bottom 30 features as ranked by FSMLP) in
rg � yb space, and (b) (1,2) Legendre moment (one among the top 30 features
selected by FSMLP) inrg � yb space. A bimodal distribution is visible for the
(1,2) Legendre moment but the same is lacking for (1,1) Legendre moment.

one can observe that usually whenever Legendre moment of
a particular order is selected, the corresponding geometric
moment is not selected and vice versa. This suggests that
there may be some relation between Legendre and geometric
moments. Indeed such a relation exists, a Legendre moment of
a given order is a linear combination of the geometric moments
of the same and lower orders [19]. This is possibly the reason
for the selection of one of the two kinds of moments. One
can also observe that although the �rst and second order
geometric (or Legendre) moments are selected (in the list of
top 30 features) fromCb � Cr space, the third order moments
are selected fromrg � yb space. To �nd the reason behind
it, we analyze the moments that appear in the bottom 30
features (with ranks from 77 to 106). We plot the frequency of
appearance of these moments in Fig. 11 (in the second row).
Interestingly, if a Legendre moment of third order, say, (1,2)
in rg � ybappears frequently in the list of top 30 features, then
the Legendre moments of lower orders (but in the same space),
say, (1,1) inrg � yb appears in the list of bottom 30 features.
Similar observations can be made for the moments inCb � Cr

space also. To analyze this observation further, we inspectthe
distribution of top and bottom 30 features on the individual
pen. As an illustration, in Fig. 12(a), for penP6, we show the
(1,1) Legendre moment inrg � yb space, which appears in
the list of bottom 30 features while in Fig. 12(b), we show
the (1,2) Legendre moment (inrg � yb), which appears in the
list of top 30 features. Figure 12 reveals that (1,2) Legendre
moment has a bimodal distribution, which is expected to have
more discriminative power while (1,1) Legendre moment has
an almost unimodal distribution, which is not expected to have
much discriminative power.

Among the GLCM features, contrast and homogeneity for
all the �ve channels could make a position in the list of
top 30 features. The reason for the selection of contrast
feature might be the local variations of intensity in the image.
Certainly, the local variation is an important parameter for
detection of the alteration. A careful inspection of the strokes
(illustrated in Figs. 5 and 6) reveals some kind of periodic
textured pattern. Seeing this periodicity, one can expect that
energy should be selected. But the FSMLP selects energy
infrequently, while homogeneity and contrast (which are the
measures of local variation in intensity) are selected more
frequently. This suggests that such periodic texture patterns
are not discriminative features for the present problem. This
is reasonable because this periodicity is not expected to change
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signi�cantly when similar pens are used to alter a document.
On the other hand, color and intensity vary more signi�cantly
with pen. Thus, local variation in intensity and color, as
expected, appear to be an intrinsic property for a stroke with
a particular pen.

C. Usefulness of Feature Analysis

We have seen in Section V that there is no signi�cant differ-
ence in accuracies when we go from 20 FSMLP selected fea-
tures to 106 features. Indeed, one will be curious to know how
a set of randomly selected features behaves against FSMLP
selected features. To explore the performance of randomly
selected features, we randomly select some features (ranging
from 1 to 30) 10 times and average of their performances has
been reported in Table V.

Table V compares the performance of the different classi-
�ers while using the randomly and FSMLP selected features.
The table depicts a signi�cant (will be tested statistically)
difference in accuracy between the two scenarios. In Table V,
the poor performance with a few randomly selected features
suggests that there are some poor features. Since FSMLP does
not open the gates much for bad features, we get a better
performance with features selected by FSMLP. We �nd that
as we move from 1 to 30 features, difference between the
accuracies becomes smaller. This may be due to the existence
of several correlated but useful features in the feature set.

To test whether the difference in performance of the classi-
�ers using the FSMLP selected features and randomly selected
features is statistically signi�cant, we use Wilcoxon signed-
rank test [31]. We divide the whole data into 10-folds such
that each fold represents all data from a particular pen,Pk .
We get the FSMLP ranked feature as mentioned in Section
IV-C. We also get a set of randomly selected features for
each fold separately. Then these data are classi�ed using the
5NN classi�er, as mentioned in Section IV-B. The experiment
is repeated �ve times, each time with a set of new FSMLP
ranked features and randomly selected features, generatedfor
each experiment. In this way, we got 50 instances for a �xed
number of selected feature (e.g. 30). Wilcoxon signed-rank
test is applied on this data. The assumption for this test is that
the data are independent and identically distributed.

Let � F be the accuracy of a classi�er with a number of
FSMLP selected features and� R be the accuracy of the same
classi�er and with the same number of randomly selected
features as in case of FSMLP. The null hypothesis is then
de�ned as H : � F = � R . To test the null hypothesis, we
compute the z-score as in [31]. At 95% level of signi�cance,
to reject the null hypothesis, the z-score should be smaller
than-1.96[31]. We have tested the hypothesis for 1, 3, 5, 10,
20 and 30 features. In these cases, we get z-score of -6.1058,
-6.1348, -6.1444 , -5.4928, -4.7832 and -2.5024 for 1, 3, 5, 10,
20 and 30 features, respectively. Similar experiments are also
conducted for SVM and MLP classi�ers and for each classi�er
FSMLP selected feature has shown a signi�cant difference in
performance as compared to the randomly selected features.
Thus we conclude that the performance of FSMLP ranked
features is signi�cantly better than that of the randomly se-

lected features. This analysis further strengthen the usefulness
of feature analysis for the present problem.

VII. C ONCLUSIONS

An alarming rate of loss due to fraudulent documents around
the globe is a matter of serious concern. In this paper, we have
addressed the problem of examining one such class (alteration
by addition of strokes) of fraudulent documents. To examine
alterations with pens, we have done an extensive study with
different classi�ers in conjunction with different features to
assess their suitability and potentiality for the problem under
consideration. To enhance the performance of the classi�ers,
a neural network based feature selection technique is used
that can capture subtle non-linear interaction between features.
A comparative analysis of performance of the classi�ers
reveals that the results are quite satisfactory for all the three
classi�ers studied, and of the three classi�ers, SVM is the
most successful one. Such a non-destructive technique can be
of great help to the forensic community in combination with
the conventional techniques.

Since this is the �rst attempt of this kind, there is a lot
of scope for extension of this work. For example, use of a
larger set of pens to design the system, use of other kinds
of features, use of different pattern recognition frameworks,
and extension/ modi�cation of the approach to other writing
instruments are some of the avenues that can be explored.
We shall continue our work to explore new features and to
assign a con�dence value with each decision. We also plan to
extend our investigation to other kind of writing instruments
individually and in combination.
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